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ABSTRACT: 
In contrast to the current validated 
structures, for example, the Skip List and 
Merkle Tree, we designed a unique, 
documented structure known as the 
Authentication Symmetry Tree. We provide 
additional information about PoS and 
dynamic PoS. When the auditor wants to 
determine the integrity of a file, it randomly 
picks up some file block indexes and 
transfers them to the cloud server. As far as 
we know, there are no dynamic points 
present to support this method. We have 
developed a new tool known as HAT, which 
is an excellent validation framework. We 
suggest outstanding needs in multi-user 
cloud storage systems and the introduction of 
a dynamic, reproducible PoS type. Existing 
dynamic PoSs cannot be extended to a multi-
user atmosphere. Due to the diversity of the 
structure and the issue of tagging, the 
current system cannot be extended to include 
dynamic PoS. The multi-user cloud storage 
system requires a safe user mixed-mix 
technology that allows one person to bypass 
the download process and gain ownership of 
files instantly when owners of similar files 
upload them to the server. In the cloud 
reducing the cost of connections in both the 
storage directory phase and the duplicate 
data cancellation phase by focusing on the 
same cost of computing. We have 
demonstrated safety in our construction, as 
well as theoretical analysis and experimental 
results reveal that our building is used 
efficiently. In this article, we introduce the 
idea of a copy able dynamic storage directory 
and suggest an efficient creation known as 
Depose, to obtain dynamic PoS and make 

sure to duplicate the mixed user data 
simultaneously. 
Keywords: Homomorphic Authenticated 
Tree (HAT), Cloud storage, dynamic proof of 
storage, deduplication. 
 

1. INTRODUCTION: 
Users should think that files saved on the server 
are not tampered with. Many companies, for 
example, Amazon. With, Google and Microsoft 
provide their own cloud storage services, where 
users can upload files to servers, access them 
from different devices, and share them with 
others. Data integrity is among the most 
important characteristics whenever a user 
assigns their files to cloud storage. Traditional 
methods of protecting data integrity, such as 
message authentication codes (MACs) and 
digital signatures require users to download all 
files to the cloud server for verification, 
resulting in huge connection costs. Not suitable 
for cloud storage services [1]. Based on these 
difficult indexes, the cloud server returns blocks 
related to its tags. The validate checks the 
integrity of the block and the integrity of the 
index. However, dynamic PoS cannot encode 
block indexes in tags because dynamic 
operations can change many outdated block 
indexes, which incur unnecessary costs and 
arithmetic connections. Dynamic PoS remains 
optimized within a multiuser environment due 
to the reliance on collecting duplicate user data 
mixed on the client side. Although the scientific 
study has proposed several dynamic PoS 
schemes in single user environments, the 
problem in multiuser environments has not been 
sufficiently investigated. Dynamic Evidence of 
Storage (PoS) is really a useful encryption 
primitive that allows a person to determine the 
integrity of outsourced files and also efficiently 

mailto:keziapaul@yahoo.com


 
INTERNATIONAL JOURNAL OF CURRENT ENGINEERING AND SCIENTIFIC RESEARCH (IJCESR) 

 
ISSN (PRINT): 2393-8374, (ONLINE): 2394-0697, VOLUME-6, ISSUE-9, 2019 

97 

update files within a cloud server. The 
precedent can be guaranteed directly by tag 
coding. How to deal with the second can be the 
main difference between PoS and dynamic PoS. 
In most PoS diagrams, the block index is 
"coded" in its tag, meaning that the auditor can 
examine the integrity and integrity of the block 
simultaneously. This indicates that users can 
skip the download process and get files 
instantly because they are long because 
uploaded files already appear on the cloud 
server [2]. This method can help free up cloud 
storage space and save users bandwidth. To our 
best understanding, there are no dynamic 
service points that can support duplicate data 
cancellation for mixed users. There are two 
challenges to solve this problem. On the one 
hand, validated structures used in dynamic 
PoSs, however, even when duplicate data is 
mixed for mixed users, creating private tags still 
presents a challenge for dynamic operations. In 
most current dynamic PoS, the tag used to 
verify integrity is generated by the top loader 
secret key. As a result, other owners who own 
the file but did not submit it because duplicate 
mixed user data about the client has been 
canceled cannot produce a new tag after the file 
has been updated. In such cases, dynamic POSs 
will fail. To address the creation of a private 
brand, each owner can create their highly 
authenticated structure and upload housing 
toward the cloud server, which means the cloud 
server stores many authentication structures for 
each file. The main methods of approaching 
PoS and dynamic PoS systems are analog codes 
for analog messages and analog signatures. 
With parity assistance, messages and signatures 
/ signatures during these layouts can be 
compressed directly into a message with a 
signature / configuration. Therefore, the cost of 
communication can be greatly reduced. 
Disabling duplicate data during these scenarios 
will disable files between different groups. 
Unfortunately, these charts cannot support 
duplicate data cancellation due to varying 
structure and tag generation. In this article, we 
think of a more general situation where each 
user displays their own files individually. 
Consequently, we focus on a dynamic PoS 
dynamic plan in multiuser environments. 
 

2. PREVIOUS METHOD: 
In most current dynamic PoSs, a tag used to 
check integrity is created with the download 

secret key. Therefore, other owners who own 
the file but did not submit it because the 
duplicate data on the client side was deleted by 
the client side cannot produce a new tag after 
the file is updated. In such cases, dynamic calls 
will fail. Al Halevit Al. Present the idea of a 
proprietary guide, which is a solution to cancel 
duplicate data for a mixed user from the client 
side. The user should be able to create Merkle 
Tree without the help of Cloud Server, which is 
a big challenge in Dynamic PoS [3]. Pietro and 
Sorniotti suggested further evidence of the more 
efficient tenure plan. Shaw et al. A client-side 
duplicate data cancellation plan for encrypted 
data is suggested, however, the scheme uses an 
imperative proof formula and this means that 
each file contains an imperative short guide. So 
anyone with this directory can pass the 
verification process without owning the file in 
their region. Disadvantages of the current 
system: all current methods of eliminating 
duplicate data for a mixed user from the 
specified client side for static files. When 
updating files, the cloud server must recreate all 
authentication file structures, which in turn 
leads to a higher server-side account cost. 
Unfortunately, these charts cannot support the 
cancellation of duplicate data due to the 
diversity of structures and mark generation. 

 
Fig.1.System architecture 
 

3.HOMOMORPHIC AUTHENTICAT-ED 
TREE: 

And according to our complete understanding, 
this is really the first attempt to introduce 
alternatives known as Dynamically 
Reproducible Storage Evidence that solve the 
challenges of housing diversification and signal 
generation. In contrast to current validated 
frameworks, for example Skip List and Merkle 
Tree, we designed a single validated 
framework, known as the Self Certified 
Symmetry Tree (HAT), to reduce the cost of 
storage phase directory and retry phase 
connections. Which focuses on the same cost as 
an account? Note that HAT supports more 
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consistently mixed integrity checks, dynamic 
operations, and cancellation of duplicate user 
data. We recommend and implement the first 
efficient constructible dynamic PoS build 
process, known as Dye-PoS, which helps an 
infinite amount of verification checks. The 
safety of the build is shown in the Oracle 
random model as well as in the theoretical and 
experimental performance checks. Benefits of 
the proposed system: It is an effective 
documented framework. It is the first dynamic 
repeatable dynamic deployment plan known as 
Depose and demonstrated peace of mind in 
Oracle's random model. Theoretical and 
experimental results reveal that our DeyPoS 
application is effective and performs better, 
especially when the quality and quantity of 
large parts is difficult. 
SystemFramework:No trivial PoS extension 
able to delete duplicate data for mixed user. To 
fill this void, we present a single primitive 
known as dynamic storage -able directory. Our 
body model displays two types of entities: the 
cloud server and users, for each file, the original 
user could be the user who uploaded the file to 
the cloud server while the next user could be the 
user who viewed it owning the file, but it did 
not. It actually uploads the file to a cloud server 
[4]. You'll find five stages in PoS Dynamic 
Copy able: pre-processing, download, duplicate 
cancel, upgrade, and storage guides. In the pre-
processing stage, users plan to upload their local 
files. At the upload stage, the files to upload to 
the cloud server do not appear. Early users 
encode and upload neighboring files to the 
cloud server. In the phase of duplicate data 
deletion, the files to be uploaded already appear 
on the cloud server. The following users 
maintain files that are in their area, and the 
cloud server stores authenticated file structures. 
Subsequent users need to persuade the cloud 
server that they own the files without uploading 
them to the cloud server. Note that these three 
phases are performed only once within the 
perspective file presence cycle during users. 
The cloud server and users do not interact with 
each other. A malicious user can trick the cloud 
server into claiming that it has a specific file; 
however, it does not actually contain it or only 
provides areas of the file. The malicious cloud 
server can try to persuade users that it stores 
files honestly and updates them while files are 
broken or updated. The aim of Dynamic Copy 
able PoS will be to identify these highly 

probable, potentially inappropriate behaviors. 
Looking at profiles, each user who owns the 
entire original file can get exactly the same 
metadata with the configuration mode and pass 
the duplicate deactivation protocol when the file 
exists on the cloud server [5]. When a user 
sends the file or bypasses the Reduplication 
Protocol, it can persuade the cloud server that it 
owns the file and can delete the file from local 
storage. Regardless of who runs the encoding 
mode and uploads the encrypted file to the 
cloud server, consumers can run the update 
protocol as well as the verification protocol at 
any time without the file in their area, which 
means our model is suitable for multi-user 
environments. Within our template, all users 
have individually identical file properties and 
updating one user should not modify other 
users. This means that the cloud server must 
keep the original version and the new version of 
the file simultaneously once the original file has 
multiple owners. It is possible to use release 
technologies that we can definitely incorporate. 
Inability to capture lacks the originality house 
to discard duplicate user data for the client side. 
Implementation:To implement a dedicated 
dynamic PoS cancellation plan, we are 
designing a single authenticated structure 
known as a symmetric tree (HAT). HAT is a 
binary tree with which each leaf node 
corresponds to a block of information. Although 
HAT has no restrictions on the number of 
datagram’s, regarding the simplicity of 
description, we believe that the number of 
datagram’s n equals the number of paper nodes 
in a complete binary tree [6]. It uses the formula 
as a HAT entry as well as a long list of block 
indexes, and generates a long list of node 
indexes. Set the search formula for a brother or 
sister and does it require the way? As an input, 
produce the knot brothers and sisters group 
along the way? Note that creating a search 
formula for a brother or sister is not a long list. 
He always has a far left exit from the rest of the 
brothers and sisters. Both Skip List and Merkle 
Tree will be the classic structures in dynamic 
PoS systems. Since there is no plan to eliminate 
duplicate data according to the ignore list and 
also that similar performance to the ignore list 
can be compared to the Merkle Tree at dynamic 
PoS points, we are simply discussing the 
Merkle Tree in our spreadsheet. The Merkle 
tree is not suitable for canceling duplicate data 
in dynamic PoS due to structure variation. The 
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goal of HAT will be to reduce the cost of 
connections in eliminating duplicate data. We 
recommend a concrete plan for deployable 
dynamic selling points known as Depose. 
Includes five algorithms. We simply compare 
our plan using Merkel tree-based solutions. 
Since there is no Merkle-based solution that 
supports dynamic PoS and duplicate data 
cancellation, we compared our plan using the 
plan according to Merkle Tree [7]. The 
assessment includes three aspects, such as cost 
in the download phase, price in the duplicate 
data phase, and cost in the storage phase guide. 
The price in the upgrade phase is similar to the 
price in the storage phase guide and therefore 
we do not offer the price in the upgrade phase. 
 

4. CONCLUSION: 
Due to the diversity of the structure and the 
issue of tagging, the current system cannot be 
extended to dynamic PoS. Define the search 
formula for my brother or sister that requires the 
way? As inputs and generate an index group of 
brothers and sisters knot in the way? Note that 
creating a search formula for a brother or sister 
is not a long list. The aim of Dynamic Copy 
able PoS will be to identify these highly 
probable, potentially inappropriate behaviors. It 
is always born on the far left of other brothers 
and sisters. Ignore List and Merkle Tree will 
serve as classic structures in dynamic PoS 
systems. According to HAT, we suggest being a 
dynamic, reproducible PoS introduction known 
as Depose and showing its coolness in a random 
Oracle model. 
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