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Abstract 
This paper describes the implementation of 
TensorFlow object detection API and COCO 
(Common Objects and Context) dataset to 
detect the common objects around a person. 
The objects and living beings present in an 
image can be detected and identified by using 
MobileNets and SSD (Single Shot Detector) 
algorithms. The main advantage of using 
MobileNets and SSD is that, unlike other 
methods it can be used in laptops and other 
personal devices. The real-life objects and 
living beings captured using a normal 
webcam can be detected by interfacing python 
and OpenCV library. TensorFlow Deep 
learning is the base of the object detection so 
it is tapped into NVIDIA GPU of PC or laptop 
so that it enhances the speed and accuracy of 
detection. The SSD algorithm uses semantic 
segmentation to create the bounding boxes of 
varying colors based on the different classes 
present in an image. The objects are identified 
by comparing with pre-trained objects 
present in the COCO dataset. Along with the 
name of each object, their confidence score is 
also obtained which can be used to compare 
the accuracy of detection. To provide vision to 
a Blind person or any other device which lacks 
vision, the detected object’s name is converted 
into speech using PYTTSX3 speech engine in 
python. 
Index Terms: Tensorflow, COCO(Common 
Objects And Context), SSD(Single Shot 
Detector), Mobilenets, OpenCV, Object 
Detection, Python. 

I. INTRODUCTION 

    The aim of this project is to detect and to 
identify the objects similar to that of a human 
.Blind Vision detects everything around the 
person, with the information of depth, collision 
detection, speech alerts. Blind Vision also 

features the face recognition, system face 
training, face recollection and recognition alerts 
.It guides the blind person move in environment 
like shopping malls, traffic roads, railway 
station, hospitals, etc. Tensors are nothing but the 
factor for representing the data in deep learning. 
Tensors are just multidimensional arrays, that 
allows you to represent data having higher 
dimensions. 
  In general, Deep Learning deals with high 
dimensional data sets where dimensions refer to 
different features present in the data set. In fact, 
the name “TensorFlow” has been derived from 
the operations which neural networks perform on 
tensors. It’s literally a flow of tensors .The 
objects in the image are detected by 
using MobileNets + Single Shot 
Detectors(SSD) along with OpenCV. MobileNet 
SSD was trained to detect, then generate a set of 
bounding box colors for each class(car, dog,..). If 
we combine both the MobileNet architecture and 
the Single Shot Detector (SSD) framework, we 
arrive at a fast, efficient deep learning based 
method to object detection. Semantic 
segmentation attempts to partition the image into 
semantically meaningful parts, and to classify 
each part into one of the pre-determined classes. 
We can also achieve the same goal by classifying 
each pixel (rather than the entire 
image/segment).  

A.  TENSORFLOW  

 It uses “TensorFlow object detection API” for 
object detection and it can be built over 
TensorFlow framework. The dataset used here is 
COCO (Common Object Context) dataset. 
Tensors are nothing but the factor for 
representing the data in deep learning. Tensors 
are just multidimensional arrays, that allows you 
to represent data having higher dimensions. In 
general, Deep Learning you deal with high 
dimensional data sets where dimensions refer to 
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different features present in the data set. In fact, 
the name “TensorFlow” has been derived from 
the operations which neural networks perform on 
tensors. It’s literally a flow of tensors. 

B. BASICS OF TENSORFLOW 

 TensorFlow is a library based on Python that 
provides different types of functionality for 
implementing Deep Learning Models. As 
discussed earlier, the term TensorFlow is made 
up of two terms – Tensor & Flow. Fig 1.1 shows 
the relation of the tensor in a 3-Dimensional 
format and the computational graph. In 
TensorFlow, the term tensor refers to the 
representation of data as multi-dimensional array 
whereas the term flow refers to the series of 
operations that one performs. 
Basically, the overall process of writing a 
TensorFlow program involves two steps: 
1. Building a Computational Graph 
2. Running a Computational Graph.   
 

C.  BUILDING A COMPUTATIONAL 
GRAPH 

 A computational graph is a series of 
TensorFlow operations arranged as nodes in the 
graph. Each nodes take 0 or more tensors as input 
and produces a tensor as output. Let me give you 
an example of a simple computational graph 
which consists of three nodes – a, b & c as 
shown below:  

 
? 

 
 
 
                         
 

                      

 

 

 

 

 

   

 

 Fig 1:TensorFlow Code and  Computational 
Graph 

 Constant nodes are used to store constant 
values as it takes zero input, but produces 
the stored values as output. In the above 
example, a and b are constant nodes with 
values 5 and 6 respectively. 

 The node c represents the operation of 
multiplying constant node a with b. 
Therefore, executing node c will result in 
multiplication of constant node a and b. 

 Basically, one can think of a computational 
graph as an alternative way 
of conceptualizing mathematical 
calculations that takes place in a 
TensorFlow program. The operations 
assigned to different nodes of a 
Computational Graph can be performed in 
parallel, thus, providing a better 
performance in terms of computations. 

 Here we just describe the computation, it 
doesn’t compute anything, it does not hold 
any values, it just defines the operations 
specified in your code. 

 
D. RUNNING A COMPUTATIONAL GRAPH 

    Example 1: 

 
 
 

import tensorflow as tf 
# Build a graph 
a = tf.constant(5.0) 
b = tf.constant(6.0) 
c = a * b 

 Now, in order to get the output of node c, we 
need to run the computational graph within 
a session. Session places the graph operations 
onto Devices, such as CPUs or GPUs, and 
provides methods to execute them. 
 A session encapsulates the control and state 
of the TensorFlow runtime i.e. it stores the 
information about the order in which all the 
operations will be performed and passes the 
result of already computed operation to the next 
operation in the pipeline. Let me show you how 
to run the above computational graph within a 
session . 

1 
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5 
6 
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# Create the session object 
sess = tf.Session() 
  
#Run the graph within a session and store the output 
 to a variable 
output_c = sess.run(c) 
  
#Print the output of node c 
print(output_c) 

                                      

a=tf.constant(5.0) 

b=tf.constant(6.0) 

c=a*b 

a b

c 
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#Close the session to free up some resources 
sess.close() 

Output:  30 
 
II. TENSORFLOW OBJECT DETECTION 

API 
 Creating accurate machine learning models 
capable of localizing and identifying multiple 
objects in a single image remains a core 
challenge in computer vision. The TensorFlow 
Object Detection API is an open source 
framework built on top of TensorFlow that 
makes it easy to construct, train and deploy 
object detection models. 
                 

Fig 2: Block Diagram 

A. SINGLE SHOT DETECTOR 
 Single Shot Detector (SSD) is an unified 
framework for object detection with a single 
network. You can use the code to train/evaluate 
a network for object detection task.By the 
combination of MobileNets and SSD algorithm 
the objects are sperated by diving into classes 
.SSD creates various bounding boxes with all 
shapes and sizes but, the objects with score 
greater than 0.5 are displayed.  
 

 
         Fig 3: Detection Using SSD 

III. TOOLS USED 

SOFTWARE REQUIREMENTS 
 Windows 10 OS 
 Tensor flow object detection API 
 COCO Dataset 
 Python 
 Anaconda for python 
 Spyder  
HARDWARE REQUIREMENTS 
 Web camera 
 Laptop 
 Nvidia graphic card 
 Speaker 

 
A. RESULTS AND DISCUSSIONS 
 The Detection of the Objects are first tested 
using a test image fig 4.After the compilation of 
codes we got fig 5. In this the animals are 
detected by providing bounding box with the 
name of the animal along with the confidence 
score in percentage. 

 
      Fig 4: Test Image   

 
Fig 5: Detection of  Objects in Test Image . 
  
 After the detection of test image, the live 
objects are tested using interfacing of webcam by 
using OpenCV library in python. fig 6 shows the 
detection of live common objects and person 
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using webcam. Objects present in a frame 
overlapping each other are detected with varying 
colours and shapes of bounding boxes and 
confidence score for each object is obtained 
based on its visibility and accuracy of detection. 

 Fig 6: Detection of Live Objects Using 
Webcam.  
  
 Finally the text obtained is converted into 
speech by using PYTTSX3 python speech 
engine. This can be implemented in PC’S, 
Laptops  and PDA’S and can guide blind person 
for the easy detection of common objects or an 
obstacle on their path. 

IV. CONCLUSIONS  

 Thus the common objects are detected from 
the live Webcam with the help of TensorFlow 
API and OpenCV and the object is identified by 
its name and the text is converted to speech with 
the help of python speech engine. The future 
enhancement of our project can be used for facial 
recognition in order to take the attendance in the 
school to avoid mal-practices, to detect the 
movement of the eyes while driving in order to 
ensure that the driver is not sleeping to prevent 
the accidents by alerting the driver by vibrating 
or by using some sound alerts, it can be used to 
calculate the distance between two vehicles for 
parking the vehicle by speech alerts, and so on. 
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