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Abstract
Data has become a very important asset in today’s world. Several companies, organizations, people and various other sources generate large volumes of data every second that is now a days being processed by smart systems. Thus in order to gain some significant insight from such huge amount of data, several data mining algorithms are employed. Market basket analysis is one important field where association rules [1] play a major role. Whether we talk about the products on a shelf in an actual mall or we consider the online shopping portals, market-basket analysis significantly helps improving the business by providing the sellers and such e-commerce websites with the common buying patterns, which when applied result in increased sales. So, in order to generate these association rules – one needs to perform frequent item set mining. There are several algorithms proposed for performing frequent pattern mining. And in this paper we have compared four well known algorithms: Apriori, FP-Growth, Eclat and dEclat – on the basis of performance factors such as memory usage, processing time, dataset and support.
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I. INTRODUCTION
Association rules are basically if and then statements that help in understanding the relationships between unrelated data that is stored either in a non-relational or relational database or may belong to some other information repository. Association rules help in discovering the relationships between the objects that are used together, quite frequently. The task of association rule mining can be broken into two steps: 1. Frequent itemset generation[2] and 2. Confidence Rules Generation. In this paper we are majorly focusing upon the techniques used in frequent itemset mining. Basically, frequent itemset mining focuses at sequences of actions or events. Here, the database takes the form of sets of transactions where each transaction has a number of items. And then there is a minimum threshold support value and user-specified minimum confidence, define as:

Support(S):- Support(S) of an association rule is defined as the percentage or the fraction of records that contain X∪Y to the total number of records in the database. Suppose the support of an item is 0.2%, it means only 0.2 percent of the transaction contains purchase of this item.

Confidence(C):- Confidence(C) of an association rule can be defined as the percentage or the fraction of the number of transactions that contain X∪Y to the total number of records that contain X. Confidence [3] basically measures the strength of the association rules, for an instance, if the confidence of the association rule X⇒Y is 80%, then it means that 80% of the transactions containing X also contain Y together.
Let us consider the following example that consists of a transaction database and the frequent itemsets and association rules generated. This a transaction database of a bookstore sales. There are five different items (names of authors the bookstore has), i.e., \( I = \{A, C, D, T, W\} \), and the database consists of six customers who bought books by these authors. The Figure 2 shows all the frequent itemsets that are contained in at least three customer transactions, i.e., the min sup = 50 percent. Further it shows the set of all association rules with minimum confidence = 100 percent. The itemsets ACTW and CDW are the maximal frequent itemsets. Since all other frequent itemsets are subsets of one of these two maximal itemsets, we can reduce the problem of frequent itemset search to the task of enumerating only the maximal frequent itemsets. On the other hand, for generating all the confident rules, we need the support of all frequent itemsets. This can be easily accomplished once the maximal elements have been identified by making an additional database pass and gathering the support of all uncounted subsets.

There are several algorithms to calculate the frequently occurring items, however, we will be discussing the following four:
- Apriori Algorithm
- FP-Growth Algorithm
- Eclat Algorithm
- dEclat Algorithm

![Figure 1. Bookstore Database](image1)

![Figure 2. Frequent Itemsets and Confidence Rules](image2)

**ITEMS**

<table>
<thead>
<tr>
<th>Items</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jane Austen</td>
</tr>
<tr>
<td>Agatha Christie</td>
</tr>
<tr>
<td>Sir Arthur Conan Doyle</td>
</tr>
<tr>
<td>Mark Twain</td>
</tr>
<tr>
<td>P. G. Wodehouse</td>
</tr>
</tbody>
</table>

**DATABASE**

<table>
<thead>
<tr>
<th>Transaction</th>
<th>Items</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>ACTW</td>
</tr>
<tr>
<td>2</td>
<td>CDW</td>
</tr>
<tr>
<td>3</td>
<td>ACTW</td>
</tr>
<tr>
<td>4</td>
<td>ACDW</td>
</tr>
<tr>
<td>5</td>
<td>ACDTW</td>
</tr>
<tr>
<td>6</td>
<td>CDT</td>
</tr>
</tbody>
</table>

II. RELATED WORK

As mentioned above, there are several algorithms in order to generate frequent itemsets and each one of them has its own efficient candidate generation procedure. However, the overall performance depends on the number of database scans and the criticality of the data structure, each form in the intermediate steps. While Apriori seems to be the simplest in terms of working and is efficient for smaller datasets, it shows a poor efficiency when applied on a larger dataset, as it requires multiple database scans [4][5]. When we compare it with FP-Growth Algorithm, FP-Growth has a different candidate generation procedure as it creates an FP-tree. Now, there are different ways of creating the FP-
Tree as well, however when we consider the most standard procedure, we find that tree generation is worthy as the results are obtained comparatively fast. However, memory requirement in order to construct the tree can be a constraint, as in a large dataset, the tree created will also be large as well as complicated. It will take a long processing time for the first run and the later runs could be quick as it can make use of cache. Moving on to the next algorithms – Eclat [12] and dEclat [13] Algorithms, both of them have proven to be far better in performance when compared to the previous two. Moreover, these algorithms have been developed recently and dEclat algorithm is an advanced version of Eclat algorithm which has proven to be really powerful and scalable. Both of these algorithms employ a different layout of the transaction database i.e. vertical layout. And then this database is processed by creating tidsets [14] and diffsets [15] in Eclat and dEclat algorithms respectively. In our research we have applied all four algorithms on three datasets of different sizes. These datasets are bakery items transaction databases of 1000, 2500 and 5000 records that are processed at different threshold support counts.

Apriori Algorithm: Apriori algorithm is used for mining frequent itemsets from the transaction database and in association rule mining. This algorithm makes use of a level-wise search, where k-itemsets (An itemset which contains k items is known as k-itemset) are used to explore (k+1)-itemsets. In this algorithm, a process of candidate generation takes place in which, frequent subsets are extended one item at a time. Then these groups of candidates are tested against the data. In order to count the candidate itemsets efficiently, Apriori employs breadth-first search method and a hash tree structure. It identifies the frequent individual items in the database and extends them to larger and larger item sets as long as those item sets appear sufficiently often in the database. Apriori algorithm ascertains frequent item sets that can be used to determine association rules which further highlight general trends in the database. Apriori algorithm takes advantage of the fact that any subset of a frequent itemset is also a frequent itemset. Thus, the algorithm can significantly reduce the number of candidates being considered by just exploring the item sets whose support count is greater than the minimum support count. All infrequent item sets can be pruned [4] if they have infrequent subsets. So we build a candidate list of k-item sets and then extract a frequent list of k-item sets using the support count. After that, we use the frequent list of k-item set in determining the candidate and frequent list of k+1 item sets so we use pruning to do that. We repeat the above procedure until we get to an empty candidate or frequent k-itemsets, in that case we return the list of k-1 item sets.

However simple in implementation, Apriori algorithm has two main drawbacks: First is the complex candidate generation process which is consumes a lot of time, space as well as memory. Another drawback is that it requires multiple scans of the database.

FP-Growth Algorithm: This is another important frequent pattern mining method, which generates frequent item set without candidate generation. Here, the construction of FP-tree takes place. The main idea of the algorithm is to use a divide and conquer strategy:
First step is to compress [6][7] the database so that it provides the frequent sets; then in the next step, this compressed database is divided into a set of conditional databases, where each one of them is associated with a frequent set and then data mining is applied on each database. So now, in order to construct an FP-Tree, the algorithm performs two scans on the database. In the first scan it computes a list of frequent items sorted by frequency in descending order (F-List). In the second scan, the database is compressed into an FP-tree [6]. This algorithm performs mining on FP-tree in a recursive manner. This way the problem of finding frequent item sets is converted into the searching and constructing trees recursively. The frequent itemsets are thus generated with only two passes over the database and no candidate generation process takes place.

The passes work as follows:

Pass 1:
• Scan the data and find support for each item.
• Discard infrequent items.
• Sort frequent items in descending order which is based on their support.

By using this method we can build the FP-tree, so that common prefixes can be shared.

Pass 2:
• Here nodes correspond to items and each has a counter.
• FP-growth reads one transaction at a time and then maps it to a path.
• Fixed order is used, so that paths can overlap when transactions share the items.
In this case, counters are incremented. Some pointers are maintained between nodes which contain the same item, by creating singly linked lists. The more paths that overlap, higher is the compression. FP-tree may fit in memory. Finally, frequent itemsets are extracted from the FP-Tree.

However efficient, it still has a limitation, when it comes to a larger dataset, as an FP-Tree is expensive to build and it may sometimes not fit in the memory.

Eclat Algorithm: Eclat is another efficient algorithm for mining frequent itemsets, which is a depth first search based algorithm [8]. The most distinctive feature of this algorithm is that it uses a vertical database layout i.e. instead of explicitly listing all transactions; each item is stored together with its cover (also called tidlist) and uses the intersection based approach to compute the support of an item set [10]. Now Eclat is again based on two main steps, namely candidate generation and pruning. In the first step of candidate generation, each k-itemset candidate is generated from two frequent (k-1)-itemsets and then its support is counted. If its support value is lower than the threshold, then it will be discarded, otherwise it is a frequent itemset and used to generate (k+1)-itemsets. Since Eclat uses the vertical layout, counting support is trivial. Candidate generation is indeed
a search in the search tree [11]. This search is a depth-first search and it starts with frequent items in the item base and then 2-itemsets are reached from 1-itemsets, 3-itemsets are reached from 2-itemsets and so on. Thus, in this process, specifically tidsets are created – i.e. transaction id sets. The vertical layout leads in the creation of tidsets which are later pruned for pattern counting.

Figure 5. Example of tidsets created in Eclat Algorithm

dEclat Algorithm: dEclat algorithm is an enhanced version of Eclat algorithm that is much more powerful and scalable than the previously discussed algorithms. This algorithm makes use of diffsets rather than tidsets. Unlike tidset which is based on intersection, diffset only keeps track of differences in the tids of a candidate pattern from its generating frequent patterns. To use a diffset[17][18][19] format, the initial transaction database in vertical layout is firstly converted to diffset format in which diffset of items are sets of tids whose transactions do not contain items. They drastically cut down (by orders of magnitude) the size of memory required to store intermediate results. The initial database stored in diffset format, instead of tidsets [20][21] can also reduce the total database size. Since the diffsets are a small fraction of the size of tidsets, intersection operations are performed striking fast!

Figure 6. Example of diffsets created in dEclat Algorithm

III. EVALUATION

Association rule mining is very important technique of data mining. Finding frequent item sets is the most important task of association rule mining. There are numerous algorithms in frequent pattern mining – like Apriori, FP-Growth, Eclat and dEclat. While Apriori seems to be simple approach using a breadth-first search, it has the poor performance when compared with the other Algorithms. FP-Growth on the other hand, creates a FP-tree and is fairly good [24]. However, when it comes to Eclat and dEclat, both of them provide amazingly faster results as they employ a depth-first search and with the introduction of diffsets, dEclat gives us unparalleled faster results. Following graphs show a comparative analyses [22][23] of all the four algorithms on various factors that have been explained above.
Figure 7. Time taken by Algorithms for various Datasets

Figure 8. Memory Usage by Algorithms for various data sets

Figure 9. Time taken by Algorithms for Different Support Counts

Figure 10. Memory Usage of Algorithms for Different Support Counts
Although we have presented a comparative study of the working of four novel algorithms, association rule mining is still in a stage of exploration and development. It seems to hold a good future scope as we can extend the employability of these algorithms to a larger dataset – Big Data and can apply it on Hadoop [25][26]. Also, the project gives us the scalability to add more algorithms that we can use for mining.

Following are the key points that can help in extending the project scope:

- Employing these algorithms to big data will require careful investigation of the format that is required by the project – i.e. the transaction database format.
- Since, the size of big data is too large, implementing dEclat Algorithm will be the best choice in order to achieve the faster results.
- There are possibilities of large memory storage requirement, as diffsets consume good memory.
- Further, it is observed that after the first run, there is a scope of caching. This will help us save more time and memory in the next future runs of the project.

After collecting the results from these algorithms, these are later used for second part of association rule mining i.e. for calculating confidence and generate the associate rules. These rules when generated are of significant value for major organizations and projects – especially market-basket analysis.
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