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Abstract 
Any business organization has different 
business processes with different 
requirements and levels in an organization. 
Because of the performance driven 
requirement in case of OLTP (Online 
Transaction Processing) system, there is a 
need for a data warehouse for decision 
making. Data extraction from a data 
warehouse is a critical aspect as system may 
take long time to run or sometimes the data 
may not be available for longer period. 
Probability that same query is fired many 
times is also high and each time same query is 
fired all data warehouse data is analyzed and 
mined. This paper provides an overview of 
different approaches, proposed or 
implemented for faster retrieval of query 
results from a data warehouse.  
Index Terms: Approaches, Data warehouse, 
faster execution time, Query Result Retrieval 

I. INTRODUCTION 
A. Requirements of a  Business organization 

Any business organization has different business 
processes and there are different requirements 
and levels in an organization. Single system 
cannot provide all the information required by an 
organization.  Operational managers require 
systems that will keep track of the elementary 
activities i.e.  Transaction Processing Systems 
(TPS), which is computerized system providing 
information. It performs and records daily 
routine transactions necessary for conducting 
business, answers routine questions and tracks 
the flow of transactions [1]. Operational database 
systems perform online transaction and query 
processing using Online Transaction Processing 
(OLTP) Systems. They are relational database 
systems where performance is an important 

factor as they are used to support the users [2].  
The transaction data from TPS are summarized 
and reported by middle managers through 
Management Information System (MIS). This 
information is used for monitoring and 
controlling the business and predicts future 
performance.  For non- routine decisions for 
middle management and for focusing on unique 
and rapidly changing problems Decision Support 
System (DSS) is used [1]. Because of the 
performance driven requirement for OLTP 
system, there is a need for a separate database for 
decision making i.e. a data warehouse, which is 
long term storage. [2].  

B. About Data Warehouse 
“A data warehouse is an integrated subject 
oriented and time variant repository of 
information in support of management’s 
decision making process”. It gives the facility to 
shred data load from OLTP systems which the 
OLTP systems no longer requires. Data 
warehouse is also useful as heterogeneous 
database integration i.e. organizations collect 
diverse data and maintain large databases from 
multiple, heterogeneous distributed information 
systems and store in data warehouse for querying 
and analysis. In case of unavailability of data 
warehouse, historical data can be downloaded to 
CDs or tapes but it may not be available for 
online queries. For constructing a data 
warehouse, data cleaning, data integration and 
data consolidation is required. [2,3]. ETL 
(Extraction, Transformation, Loading) process is 
considered as a backbone of data warehouse 
architecture  where newly inserted, updated, and 
deleted information is extracted from the 
sources, propagated in Data Staging Area where 
their transformation, homogenization, and  
cleansing  is done. During transformation filters 
and checks are done for ensuring that the data 
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transferred to the warehouse follow the business 
rules and integrity constraints. Data is then 
loaded in data warehouse.  In case of traditional 
data warehouse, ETL process periodically 
refreshes the data warehouse during low-load 
duration or when it is idle, periods of its 
operation (e.g., every night) and it has a specific 
time duration to complete. In case of business 
necessities and demands near real-time data 
warehouse refreshment is required [24]. 
Data warehouse queries are complex since they 
involve computation of data groups and hence 
data extraction from a data warehouse is critical 
aspect since the system may take long time to run 
or the data may not be available for longer period 
[3, 25]. The quality of data provided to the 
decision makers depends on the capability of the 
data warehouse system to convey in a reasonable 
time, from the sources to the data marts, the 
changes made at the data sources. Most of the 
design decisions are then concerned by the 
choice of data structures and update techniques 

that optimize the refreshment of the data 
warehouse [5].  

C. OLAP Queries 
Data warehouse serves users or knowledge 
workers i.e. managers, analysts, executives for 
data analysis and decision making using Online 
Analytical Processing (OLAP) systems. OLAP 
queries need read-only access of the data for 
performing summarization and aggregation. 
OLAP queries in operational databases would 
substantially degrade the performance of 
operational tasks [3]. Primary concern in case of 
ad hoc queries for a large data warehouse is that, 
query performance degrades since they have to 
go through large volumes of data after making 
multiple joins. Probability that same query is 
fired many times is also high and hence each time 
same query is fired all data warehouse data is 
analyzed [4]. In the current literature, different 
approaches proposed or implemented for query 
result retrieval from a data warehouse have been 
summarized.  

II. RELATED LITERATURE 

Papers Issues dealt with Brief Description 

Ashish Gupta 
et al. [6] 

Classification of the 
view maintenance 
problem.  

 Illustrated that views may also be maintained 
using the partial information in that view 
depending on the type of modification 
required i.e. insertion, deletion or update. 

Ashish Gupta 
et al. [7] 

Incremental 
Maintenance of Views 

Proposed two algorithms 
 Counting – in case of non-recursive views, 

it computes only the view tuples which are 
inserted or deleted at little or no cost. 

 DRed - for recursive views, it first computes 
an overestimate of deleted derived tuples 
followed by pruning of overestimate. New 
tuples which are to be added are then 
computed through partially added 
materialized views and by the changes made 
to base relations.  

Randall  G. 
Bello et al. [8] 

Oracle Materialized 
Views used for data 
warehousing 

 Based on inner or outer equi-joins with 
aggregations that can be refreshed either on 
demand or periodically. 

 Optimization in materialized views 
comprises of transparent query rewrites 
based on cost- based selection method. 

 Ability  to  rewrite  a large  class of  queries  
based  on a small  set  of  materialized views  
is  supported  by  using  Dimensions,  
losslessness  of  joins,  functional 
dependency,  column  equivalence,  join  
derivability,  join back  and aggregate rollup.
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 Explained the refresh algorithms for MJV 
(Materialized Join View), MAV 
(Materialized Aggregate View), and MV 
(Materialized views) with subqueries along 
with the concepts of dimension, query 
rewrite concepts, general rewrite algorithm 
and heuristic and cost based rewrite.  

Dallan Quass 
[9] 

Materialized views 
having aggregations 

 Considers almost all SQL aggregate 
functions such as count, sum, avg, min, and 
max. 

  Gives maintenance expression for insertions 
and deletions through an aggregate operator 
in a view definition in both cases i.e. in 
presence and absence of max and min 
aggregate functions.  

Ashish Gupta 
et al. [10] 

Model for data 
integration from 
multiple databases 
combined into an 
integrated view which 
is then materialized 
and stored in database.

 Algorithms for incremental maintenance of 
views using outer-join operator i.e. full 
outer-join, left and right outer-joins, natural 
full outer-joins.  

 Depicted that outer-join views are usually 
self-maintainable whereas match views, i.e. 
full outer join views are always self-
maintainable.   

Kenneth A 
Ross et al.  
[11] 

Incremental 
maintenance problem 
of an SQL view in case 
of database updates 

 Depicted that it is possible to reduce the total 
time cost of view maintenance by 
materializing and maintaining additional 
views and formulated to determine the 
optimal set of additional views.  

 Algorithm is implemented using DAG 
which has operation nodes containing 
operator and equivalence nodes having 
edges to operation nodes. 

Jingren Zhou 
et al. [12] 

View maintenance 
overhead issues 

 Introduction of lazy view maintenance 
where updates need not maintain the views, 
instead store sufficient information such that 
affected views will be maintained later.  

 Maintenance is done by the low-priority jobs 
during system free cycles. 

 In case a query requires a view before 
update, then update is done transparently 
before query access and the first beneficiary 
bears the overhead. 

Yue Zhuge et 
al. [13] 

View maintenance as 
the data sources are 
updated. 

 Introduced algorithm called “Eager 
Compensating Algorithm” (ECA) by 
including compensating query which offsets 
the effects of updates on result of 
unanswered queries. 

 Also introduced two streamlined versions of 
the said algorithm for special cases of delete 
and updates i.e. ECAK and ECAL. 
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D. Agrawal et 
al.  [14] 

Incremental view 
maintenance 

 The authors designed two algorithms i.e. 
SWEEP and NESTED SWEEP for 
incremental updates. 

 SWEEP processes one update at a time on 
the data warehouse and then constructs the 
updated changes in the materialized view for 
that update. 

 NESTED SWEEP algorithm computes view 
changes for multiple updates collectively 
and does not require absolute quiescence 
state but does requires a duration when 
interfering updates should subside for 
termination. 

Surajit 
Chaudhuri et 
al. [15] 

Query optimizing 
problem in the 
presence of 
materialized view. 

The authors proposed three steps for optimization. 
 In the first step the query is translated into 

unfolded form. 
 In second step using one-level rule possible 

ways are identified in which one or more 
materialized views may be used to generate 
alternative formulations of the query. 

 Finally costs of alternative formulations are 
generated and the execution plan with least 
cost is selected. 

Dimitri 
Theodoratos 
et al. [16] 

Materializing selected 
set of views to kept the 
total query processing 
cost and the view 
maintenance cost at an 
acceptable level. 

 Modelling the problem using a state space 
search algorithm after representing the 
views using multiquery graphs where every 
state is a multiquery graph of the view that 
is materialized in the data warehouse.  

Jonathan 
Goldstein et 
al. [17] 

Materialized views in 
case of aggregate 
queries 

 Algorithm to determine whether a part or all 
of a query can be computed from 
materialized view. 

 Describes how they can be incorporated in 
transformation based optimizers which 
generates all possible rewritings of a query 
expression, estimating their costs, and 
choosing the one with the lowest cost. 

Divesh 
Srivastava et 
al. [18] 

Semantic approach to 
detect when the 
information in a view is 
sufficient to answer the 
query. 

 If a query has grouping and aggregation but 
the view does not have, then a view is usable 
for answering the query only of there is 
similarity between view and portion of 
query. 

 When the views have groupings and 
aggregations we need to identify the 
conditions under which the aggregation 
information in the view is sufficient to 
perform the aggregation computations 
required in the query. 

 Takes into consideration that the rewritten 
query may be a union to single block queries 
i.e. queries and views of the form : 
SELECT, FROM, WHERE, GROUPBY, 
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HAVING and SELECT and HAVING may 
contain aggregates such as MIN, MAX, 
SUM, COUNT. 

Sirirut 
Vanichayobon 
[19]  

Identification of factors 
to be considered for 
selecting a proper 
indexing technique for 
data warehouse 
applications. 

 Explains different indexing techniques, i.e. 
B-Tree Index, Projection Index, Bitmap 
Index  

 Summarizes the evaluation of these 
techniques in a tabular form. 

 Based on evaluation, the author concluded 
the following: 

a) B-Tree should only be used in case of 
high cardinality data and predicted 
queries. 

b) Bitmap Indexes plays a key role in case 
of data warehouse queries since they 
have an ability to perform operations on 
index level before retrieving base data 
which speeds up query processing. 

c) Variants of Bitmap index reduce storage 
requirements and speeds up the 
performance. 

d) To speed up the queries further post 
evaluation of query predicates using 
Bitmap index, Projection index can be 
used for column retrieval which satisfy 
the predicates. 

e) For selecting a suitable indexing 
technique, an intelligent query optimizer 
can be employed and developed using  
data mining techniques.   

Ladjel 
Bellatreche et 
al. [20] 

Combination of 
enhanced indexing 
methods (join, bitmap), 
materialized views and 
data partitioning 

 Experiment that the three major techniques 
namely: enhanced indexing methods (join, 
bitmap), materialized views and data 
partitioning when combined together 
reduces the query processing cost and 
maintenance overhead. 

Tadeusz 
Morzy et al. 
[21] 

Handling dynamics in 
content and structure in 
traditional data 
warehouse systems 

 An approach is to use multi version data 
warehouse where each data warehouse 
version describes a schema and data at 
certain period of time or given business 
scenario. 

 Multi version query language interface 
having functionalities such as expressing 
queries addressing  several data warehouse 
versions and presenting their results by 
marking up with corresponding metadata 
information. This is done as follows: 

a. The query is decomposed into partial 
queries which are independent each 
for one data warehouse version 
specified in original query.  
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b. The partial query is executed in its 
own data warehouse version and the 
result of each partial query is 
presented to the user along with 
version and metadata information 
which is used to analyse and interpret 
the obtained results. 

c. If possible these partial results are 
integrated into common set of data. 

Panos 
Vassiliadis et 
al. [22] 

Multidimensional data 
cubes 

 Comparison of the various approaches 
within relational-oriented, cube-oriented, 
standards and statistical models was 
performed and the results were tabulated. 

Venky 
Harinarayan 
et al. [23] 

Materializing some 
cells of the cube.  

 Investigated which cells are to be 
materialized when it becomes too expensive 
to materialize all cells. 

 A lattice framework is used for expressing 
the dependencies among views followed by 
a greedy algorithm which works on this 
lattice picking the views which are to be 
materialized considering the constraints. 

Fahad Sultan 
et al.  [4] 

Storing queries and 
their corresponding 
results 

 Cache memory is first examined to check 
whether the query is already stored. 

 Index is maintained to keep track of queries 
and their results. 

 In case of data warehouse updates, if the 
same query is fired then the query does not 
have to check all records. Rather it will 
search for those records which satisfy the 
criteria from onwards to that index. 

 Non re-evaluation of queries which are 
already stored in cache saves significant time 
and enhances data warehouse performance. 

 Table 1: Summary of Related Literature 

III. CONCLUSION 

Based on the above discussed literature, the 
following conclusions have been derived: 

a. View is a derived relation defined in 
terms of base relations which can be 
materialized by storing its extent in 
database. Index structures may be 
implemented on the materialized views 
which make database access to tuples 
faster rather than re-computing the view. 
When there are changes in base relations 
i.e. deletion, insertion and updates, 
relevant change in view is possible [7]. 

b. Materialized views can improve query 
processing time especially in case of 
aggregate queries [17]. 

c. View maintenance is necessary as the 
data sources are updated [13]. 

d. Views being complex, it is better and 
cheaper to maintain them incrementally 
by applying the changes made to the base 
data rather than to re-compute the view 
from the scratch [9]. 

e. Though materialized views speed up 
query, to ensure correct results, they 
should be kept up to date when accessed 
by a query. They can be maintained 
eagerly i.e. in the same transaction as the 
base tables are updated and these updates 
bear the cost of view maintenance 
Overhead issues arise for maintaining 
materialized views. This overhead 
increases when multiple views are 
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maintained and hence results into poor 
response time for updates. Instead of 
forcing for updates, some database 
systems support the deferred 
maintenance approach, i.e. view 
maintenance can be delayed till the user 
explicitly triggers. This in turn can lead 
to out-of-date view producing incorrect 
results. Also, materialized views will no 
longer be automatic and transparent and 
query users need to have knowledge 
about the views used by a query, their 
maintenance and requirement of 
updation [12].  

f. High query performance i.e. low query 
processing cost is in conflict with low 
view maintenance cost.  By storing in the 
data warehouse the results of all the 
queries of interest, high query 
performance can be obtained. But the 
maintenance cost of the materialized 
queries might be high [16]. 

g. Multidimensional data cubes which are 
the logical model for OLAP (Online 
Analytical Processing) provide the 
functionality needed for summarizing, 
viewing and consolidating the 
information available in data warehouse 
[22]. 

h. In order to optimize query, we can 
materialize some cells instead of 
computing them from raw data every 
time. In case of implementation of data 
cube the available options are:   1) 
materialize the whole data cube, which 
will give best query response at the cost 
of higher storage, 2) materialize nothing 
resulting into computing every cell on 
request, 3) materialize only a part of the 
cube [23].  

i. In case of materializing whole data cube, 
for n dimensions, the number of 
aggregates will be 2n for snowflake 
schema [2]. 
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