CONTRIBUTION OF STUDENTS’ ACADEMIC EFFORTS ON PREDICTION OF STUDENTS’ PERFORMANCE USING WEKA
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Abstract— Educational Data Mining, a technique to explore the insight of academia with the machine learning provides various hidden trend and features which provide Educational Institutes a design policy of their educational techniques. Moving further in this field of research, our focus is on finding the attribute set which contributes more towards the students’ performance. In this direction, we carried out comparative analysis of students’ performance on three different attribute set having attributes which are highly coupled, medium coupled and loosely coupled with current state of the student over three different machine learning algorithms named as SVM, Naïve Bayes and J48. It was observed that the attributes which are highly coupled and more likely to change are contributing more towards student’s performance. Prediction of result(Pass/Fail/Supplementary) before the end semester examination assists the students lagging behind in academics to discover the factor for the same and helps them work over it. Hence resulting in improved performance of students as well as help the research scholars to select the dominating attributes as per precedence order.
Index Terms— Attributes, Educational Data Mining, J48, Machine Learning, Naïve Bayes, Support Vector Machine.

I. INTRODUCTION
Educational data mining methods to develop predictive models that can help monitoring and anticipating student performance and take actions in issues related to student teaching and learning processes. Educational organizations foresee themselves from a business-perspective view, catering excellent quality of teaching-learning environments in order to satisfy their students. EDM should be applied to predict the learners’ and educators’ academic appraisals instead of constraining their objectives to admissions and enrollment procedures only. With the rapidly increasing levels of educational databases, the data miners are eager to explore the meaningful information at managerial levels. It was concluded that demographic characteristics are not significant predictors of student aggregate scores or success rates.

The aim of this study is to contribute to the prediction of students’ academic performance in on-going courses. The prediction model is useful in identifying weak students who are likely to perform poor in their studies.

This paper proposes a framework for identify the most contributed attributes towards academia, for the performance of second year students of computer science and application course. An appropriate supervised machine learning model is applied upon our set of inherent attributes. The
some features are non-changeable and so do not contribute in upgraded academic performances of the students. As they do not reveal any added academic effort. In this study, authors decided to work upon only external features of students by assigning weights that reflect their residual efforts put in for those features. Thus, the model is able to extract the fitness procedure sequences of external effort put up by each student who is predicted in ‘at-risk’ category in on-going course. This precedence relation can be used to identify and resolve the most unfit governing factor for enhancing students’ academic performance.

II. EDM REVIEW IN WEKA

Educational Data Mining has emerged as one of the powerful technique which can be used in educational field to enhance our understanding of learning process and to focus on determining, extracting and evaluating attributes related to the learning process of students as described by Alaa el-Halees [5].

- Pandey and Pal studied the Investigation regarding the new comer students who applied to seek admission in PGDCA (one-year ‘Post-Graduate Diploma Course in Computer Applications’ course run nation-wide for graduate students) will come under the category of performers or non-performers, It is termed as dichotomous classification model [1].
- Pandey and Pal used the association rule mining methodology to correlate the class attendance of actual students’ with the above the ‘Students’ interestingness using the Language medium of Class-room teaching attribute [2].
- Yadav and Pal carried out the experiment, along with classification modeling performed to predict End Semester result of students, the enrollment management system for granting admission in MCA course was also resolved using DT classifiers. The same experimental setup was used to explore similar kind of modeling based upon identifying, “Student’s Retention for the pursued course” by using the decision-tree classifiers: ID#, C4.5 and ADT [3] [4].

To enrich the EDM modeling parameters, efforts were made to develop on-line educational assessment.

III. METHODOLOGY

The broad steps of the procedure are shown in fig.1 and each of which are elaborated below:

A. GENERATING EXPERIMENT SETS

Three experiment sets were designed based on their close connection with the final effect on student’s overall performance in a given academic session. Attributes are classified on the basis of the degree of coupling with the status of performance. They are classified as tightly coupled, moderately coupled and loosely coupled. First experiment set contains only tightly coupled attributes (4 attributes). Second Experiment set contains tightly coupled as well as moderate coupled attributes (6 attributes). Third Experiment set all the attributes relevant to this experiment (9 attributes). Sets are designed to study the degree of performance generated by each attribute type on overall results and their effect on each other’s performance (synergistic or antagonistic). Final Stage.

The diagrammatic representation of this step is in fig.2.

B. COLLECTION OF DATA

At this step, the raw data was collected which contains the numerous information relevant to a student. The graphical representation of this step is in fig.3.

C. PRE-PROCESSING STEP

In this phase the data collected in the previous step which is available in the raw form are processed and converted into 4-attribute, 6-attribute and 9-attribute training and testing dataset. The fig.5 represents the processing of this step. Also, fig.6 and fig.7 represents the training and testing dataset for 4-attribute experiment.

D. CLASSIFICATION USING MACHINE LEARNING ALGORITHMS IN WEKA

In this step, the three experiment sets are performed i.e. trained and tested over three different machine learning classification algorithms (Support Vector Machine, Naive Bayes and J48) and the accuracy was recorded. The reasons for selecting these algorithms are:
• To determine sets of attributes most responsible for output of student’s performance, every algorithm will give diff. results.
• One algorithm would not be enough for arriving at right conclusion.
• Each experiment set is run through all mentioned algorithm to arrive at some general trend. This trend can be analysed to arrive at the right conclusion.

E. ACCURACY ANALYSIS

At this stage, after performing the three experiments over the three different machine learning algorithm, the accuracy was recorded are analyzed for the behavior each attribute show towards students’ performance.

---

Fig. 1: Broad View of processing steps

Fig. 2: Deep View of Experiment set Generation step

Fig. 3: Deep view of data collection step

Fig. 4: Collected data to be used for each experiment set
IV. DATA PROCESSING
During the initial stage Data is available in the form of excel sheets. Raw data containing various inconsistency require Data Cleaning, followed by the Transformation step to provide desired shape to the required attributes using variegated mathematical functions (in some of the cases). Attributes along with parameters are described below

**Internal Attributes** (remain constant) consist of given attributes: Living Locality, 12th score, medium.

- **12th Score** is scaled on the basis of student’s performance in 12th class.
- **Schooling Medium** stores value on the basis of medium of study during school.
- **Living Locality** denotes the status of living.

**External Attributes** (vary as per performance) are listed below: Attendance Credit (ATT), Assignment Credit (ASS), Internal Score (INT SC), Subject Count (SC), Lab Credit (LAB) and Previous Year % (Per).

- **Assignment Credit** denotes the score given to each student on the basis of their performance related to assignments allotted to them.
- **Internal Score** denotes the score based on internal assessment.
• **Subject Count** denotes the student’s performance on class tests.
• **Lab Credit** denotes the average of student’s performance in laboratory.
• **Previous Year %** is scaled on the basis of student’s previous year’s overall performance.
• **Status** is class attribute (whose value will be predicted by ML algorithms).

**V. EXPERIMENTAL SETUP**

This project requires use of WEKA describes as follows:

**Weka (Waikato Environment for Knowledge Analysis)** is a popular suite of machine learning software written in Java, developed at the University of Waikato, New Zealand. It is free software licensed under the GNU General Public License.

Three sets of experiments has been performed, which are as follows:

- **4 – attribute Exp.** – Att. Credit , Ass. Credit, Int. Score, Sub. Count
- **6 – attribute Exp.** – All attribute from 4 attribute Exp. along with Lab credit and Previous Year %
- **9 – attribute Exp.** – All attribute from 6 attribute Exp. along with 10th score, 12th score and medium.

Each experiment involves two datasets:

- **87 tuples** dataset used for training purpose.
- **20 tuples** dataset used for testing purpose.

All experiments are performed in WEKA software. Classification is performed using following three algorithms:

1) **Naïve Bayes** :- works on the principle of Bayes’ theorem for determining probability and establishing strong correlation between attributes. It works on probability model i.e. it predicts the value of class on the basis of probability given the value of attributes.

   The formula for calculating the probability for given class value \( C_k \) is:

   
   
   
   \[ p(C_k \mid x_1, x_2, \ldots, x_n) \]  
   
   where \( x_1, x_2, \ldots, x_n \) are values of dependent attributes.

2) **Support Vector Machine** :- It is a functional classifier i.e. it utilises sets of mathematical functions to plot the values into multi-dimensional space and predict the outcome on the basis of its position in space. SVM uses hyperplane to classify tuples. It first clusterise tuples on the basis of their proximity with other tuples. Then it draws hyperplane such that any point plotted on either side of plane will be automatically classified.

3) **J48** :- This classifier is decision tree based i.e. it creates decision tree model on the basis of training dataset and use it to classify test dataset. It uses two properties to calculate decision tree, namely Information Entropy which is amount of randomness present in the dataset.

   The above property is used to calculate Information Gain of each attribute which is as follows:

   \[ Gain(S,A) = Entropy(S) - \sum\{ (|S_v| / |S|) * Entropy(S_v) \} \]

   \( S \) is total length of concerned set \( S_c \) is length of set belonging to particular class label.

   The above property is used to calculate Information Gain of each attribute which is as follows:

   \[ Gain(S,A) = Entropy(S) - \sum\{ (|S_v| / |S|) * Entropy(S_v) \} \]

   \( S_v \) is subset of \( S \) for given attr. \( A \) having class label \( v \)

   \( |S_v| \) is length of subset \( S_v \).

   \( |S| \) is length of subset \( S \).

**VI. EVALUATION AND COMPARISON**

Appropriate training set is selected and loaded in Weka for building a machine-learning model. A machine-learning model is basically a mathematical model generated by machine learning algorithms to be used for data prediction. Now we load the test data into the generated model, algorithms predict the result on the basis of training data and final result is provided on the basis of available values.
Results are obtained on the basis of parameters such as Accuracy, Precision, F – measure etc. These measures are very useful in comparison of machine learning algorithm’s performance.

The parameters influencing the performance of different algorithms are explained below :-

- **Accuracy** :- This is primary unit of measurement for efficiency of algorithm on given dataset. It is calculated as ratio of correctly classified instances to the total instances.

- **Precision / +ve predictive value** :- It is the fraction of retrieved instances that are relevant,

- **Recall / Sensitivity**:- The fraction of relevant instances that are retrieved.

- **F-measure** :- IT is harmonic mean of precision and recall.

- **TP-rate** :- The ratio of successfully classified relevant instances to total no. of available relevant instances.

- **FP-rate** :- The ratio of instances mistakenly classified as relevant instances to that of total no. of available irrelevant instances.

Below are the parameters calculated for each individual value of class attribute :-

- **True Positives(TN)** :-Number of tuples that are predicted as given class and belong to it.

- **False Positives (FP)** :- Number of tuples that are predicted as given class but not belong to it.

- **False Negative (FN)** :- Number of tuples that are not predicted as given class but belong to it.

- **True Negatives (TN)** :- Number of tuples that are not as predicted as given class and not belong to it.

### Table1: Performance Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Formulae</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Accuracy</strong></td>
<td>$\Sigma TP / \text{Total number of Instances}$</td>
</tr>
<tr>
<td><strong>Precision</strong></td>
<td>$TP / (TP + FP)$</td>
</tr>
<tr>
<td><strong>Recall</strong></td>
<td>$TP / (TP + FN)$</td>
</tr>
<tr>
<td><strong>F- measure</strong></td>
<td>$\frac{2 \cdot TP}{2 \cdot TP + FP + FN}$</td>
</tr>
<tr>
<td><strong>TP – rate</strong></td>
<td>$TP / (TP + FN)$</td>
</tr>
<tr>
<td><strong>FP – rate</strong></td>
<td>$TP / (TP + FP)$</td>
</tr>
</tbody>
</table>

### Table2: Accuracy Comparison

<table>
<thead>
<tr>
<th>Alg. / Exp.</th>
<th>4-att.</th>
<th>6-att.</th>
<th>9-att.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve Bayes</td>
<td>50</td>
<td>55</td>
<td>45</td>
</tr>
<tr>
<td>J48</td>
<td>60</td>
<td>55</td>
<td>55</td>
</tr>
<tr>
<td>SVM</td>
<td>80</td>
<td>70</td>
<td>75</td>
</tr>
</tbody>
</table>

### VII. CONCLUSION

In this paper, we have performed prediction for students’ performance with the help of three machine algorithms on three different pairs of datasets and compared their results to evaluate the optimized algorithm for this purpose. From the given results, we can infer that Support Vector Machine resulted accuracy in the range of 70-80 %. Also it has been observed that optimum result negates with more attributes, which implies that highly coupled attributes provide maximum accuracy.
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