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Abstract—Gesture Recognition is the process of 
recognizing human gestures via mathematical 
algorithms. Effective gesture recognition without 
wearing any devices on the arm is achieved by 
depth cameras like Leap motion, Nintendo wii or 
Microsoft Kinect. Gesture Recognition devices 
be it a depth camera or a normal camera 
generate tracking data about the hands in the 
field of view. Gesture Recognition as a service is 
implemented in three modules. First, the gesture 
recognition device is connected to any embedded 
board such as the raspberry pi or the intel 
Galileo board . A gesture tracking algorithm 
generates hand tracking data which is uniform 
for any type of gesture recognition device which 
is connected to the board. This hand tracking 
data is then uploaded to a node.js server running 
in the cloud by means of websockets. The cloud 
then makes this tracking data publically 
available via an HTTP server or via the 
websockets server. Third party applications 
which need to incorporate gesture recognition as 
a service send either a GET request or establish 
a websocket connection to the cloud. The 
tracking data is received in the form of JSON 
which can then be parsed to identify the different 
type of gestures performed. 

Keywords-Gesture, Leapmotion, node.js, cloud, 
HTTP 

I.  INTRODUCTION TO GESTURE RECOGNITION 

Touch screen technology is now giving way to 
Gesture based technology. Gesture recognition 
technology can be achieved accurately using 
cameras with depth capability such as Microsoft 
Kinect, Leap Motion or Wii[1]. These devices 
produce hand tracking data which can be leveraged 
by developers to create gesture based applications. 
However the data offered by these gesture 
recognition devices are not standard and they require 
the device to be connected to the computer on which 
the application is running [2]. 

Gesture recognition involves tracking human hand 
motion along the x,y and z axis in a 3D interaction 
box. Gestures can be static (posture or certain pose) 
which require less computational complexity or 
dynamic (sequence of postures) which are more 
complex but suitable for real time environments [3]. 
Different methods have been proposed for acquiring 
information necessary for recognition gestures 
system . Some methods used additional hardware 
devices such as data glove devices and color 
markers to easily extract comprehensive description 
of gesture features . Other methods based on the 
appearance of the hand using the skin color to 
segment the hand and extract necessary features , 
these methods considered easy, natural and less cost 
comparing with methods mentioned before [4][5]. 

The gesture recognition as a service generally 
involves Gesture Recognition locally, generating 
uniform tracking data across various gesture 
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recognition devices and uploading them to the cloud 
. The cloud then publishes the tracking data making 
it publically accessible as a dynamically changing 
JSON file. The JSON file can then be requested by 
third party applications and parsed accordingly to 
make them gesture enabled. 

By offering Gesture recognition as a subscription 
model on the cloud , users can pay and use gesture 
recognition without having to code individually for 
different gesture tracking devices , deaf mute people 
can use the service to convert their sign language 
into text[37] and also audio into sign language. 
GRASS was tested on various third party 
applications like VoIP phone , Robotic Arm, Room 
Ambience Control , Telepresence control among 
others. 

II. GESTURE RECOGNITION USING LEAP MOTION 

Leap Motion is an USB sensor device released in 
July 2013 by Leap Motion Inc., designed to provide 
real-time tracking of hands and fingers in three-
dimensional space with 0.01 millimetre accuracy. It 
allows a user to get information about objects 
located in device’s field of view (about 150 degree 
with distance not exceeding 1 meter). Details of how 
Leap Motion performs 3D scene capturing have not 
been revealed by Leap Motion, Inc. However, it is 
known that hardware consists of three infrared LEDs 
which are used for scene illumination, while two 
cameras spaced four centimetres apart capture 
images with 50– 200 fps framerate, dependant 
whether USB 2.0 or 3.0 is used.[20][21] 

Unlike Microsoft Kinect, Leap Motion does not 
provide access to raw data in the form of a cloud of 
points. Captured data is processed by proprietary 
drivers supplied by vendor and accessible through 
API. Leap Motion was intended to be a human-
computer interface, not general purpose 3D scanner, 
so it is optimised for recognizing human hands and 
pointy objects. The main data container, from Leap 
Motion API is a Frame. Average frame rate while 
using dual core laptop and USB 2.0 interface, is 50 
frames per second[22]. One frame consists of hands. 
fingers, pointables (objects directly visible by 
controller), and additional information, like gestures 
recognized by simple built-in recognition 
mechanism, frame timestamp, rotation, translation, 
and scaling data. For purposes of this project, a new 
data format is created. It contains only information 

necessary  to easily save captured frames to file, and 
read them later for processing and testing purposes.  

Gestures are classified into action gestures and 
parameterized gestures [16]. The former group, 
represents gestures, which their identification is 
based only on detection of gesture occurrence. This 
means that action gestures have assigned some 
meaning, and the occurrence of this type of gesture 
implies execution of pre-defined action. It should 
also be noted that gestures of this type do not convey 
any additional parameters which define or describe 
the action. An example of this type can be gesture 
showing open hand, which could mean stop playing 
music. Another example might be a moving index 
finger in circles, which means rotating previously 
selected object of the specified number of degrees. 

Gestures, which may be included into a 
parameterized gestures , provide additional 
parameters related to the context of the gesture. In 
contrast to previous group, parametrized gestures 
carry additional meaning or parameters needed to 
perform the gesture. An example of this kind of 
gestures might be a similar gesture to the previously 
mentioned instance of action gestures — making 
circles through moving finger — but in this case — 
in addition to returned information about recognized 
gesture — a value of angle, which should be used to 
rotate selected object, is also be conveyed.  

Action gestures is divided into static and dynamic 
. The former group relates to gestures, that are not 
variable in time, therefore hand posture, its position 
and rotation are fixed during hand gesture 
performing. It should also be mentioned that these 
gestures should be independent of the orientation 
relative to the environment and the occurrence of 
this gesture is detected only on the basis of hand 
posture. 

Dynamic action gestures refer to the group of 
gestures which are constant and not parametrized 
variable over time in terms of hand posture, position 
and rotation in space. This group is further divided 
into global, local and mixed [23]. Global were 
detected based on a fixed hand posture and specified 
movement, which may relate both to changes in 
position and rotation. In the case of local, hand 
posture is only variable in time, while the mixed 
include gestures, for which both the hand posture, as 
well as the position and rotation vary with time. 
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For parameterized gestures  division of locally, 
globally and mixed parameterized gestures is 
distinguished. Globally parameterized gestures 
include gestures, whose parameters are determined 
by values of position and rotation or its changes of 
the hand. For instance, swipe gesture can be 
considered as globally parametrized gesture, where 
the parameter is the length of the swipe motion. 
Recognition of globally parametrized gestures is 
performed on the basis of unchanging hand posture 
or specific changes in the shape of the hand posture 
over time. Locally parameterized gestures include 
gestures whose hand posture or its changes are 
parameterized, for example a distance between 
index finger and thumb of one hand may be a 
parameter for scaling gesture. Gestures of this kind 
should be independent of the position and rotation in 
space. Recognition should be based on the hand 
posture, which can be problematic when it will be 
time-varying. 

 LeapSDK provides built-in classes 
representing real-world object seen by the 
controller[16]. The basic data unit that is got from 
Leap Motion is a Frame. Frame contains objects like 
Hands and Pointables (Fingers and Tools), described 
by features directly related real attributes. Hand is an 
object representing a regular human hand. It 
contains Fingers, and is described by three 
dimensional values, like: position of center of hand, 
normal vector and direction vector (pointing from 
the center to the end of fingers). Pointables are 
objects like Fingers or Tools (which are longer and 
thinner than Fingers). Both are described by the 
same set of features: position of tip, pointing 
direction vector, length and width. All positions are 
expressed in millimetres, relative to position of 
controller which is always located in the centre of 
the 3D space. Manufacturer claims, that the 
accuracy of device is about 0.01mm. Experiments 
have shown results better than 0.2mm, using an 
industrial robot moving an object in controllers’ 
field of view. This is more than enough, as accuracy 
of positioning human hand is about 0.4mm. 

Stability of images acquired and used by Leap 
Motion to provide the information about hands and 
finger can be different. Strong sunlight or fast 
movements may result in obtaining data that is 
noisy. Sometimes, the noisy information processed 
by Leap Motion result short-time lost tracking of 

fingers, or non-existing objects appear in a view. 
Those short-time malfunctions happen usually last 
less then five frames and additional pre-processing 
can be introduced[16].  

The pre-processing principle is based on a 
median filter – it uses a window with defined size w 
to detect and remove noisy information. For a given 
frame and every unique finger detected in the 
window of frames, the algorithm checks if the 
processed finger is a real finger or a noise 
information. The neighbourhood of width w can be 
understood as set of w/2 frames that were recorded 
earlier that the currently analysed frame and w/2 
frames that were recorded later. In this 
neighbourhood, the occurrences of a finger (fx) are 
counter and decision is made:  

• if fx > w/2 then a finger is believed to be a real 
finger,  

• otherwise, a finger is believed to be a data 
noise. 

 If the finger does not exist in a current frame 
and described check indicates that it should, then its 
position is calculated using linear interpolation of 
finger positions in two closest frames. Otherwise, a 
finger is simply removed. It is worth noticing, that 
preprocessing introduces delay in data transmission 
to the next processing blocks of gesture recognition. 
Using wider width of preprocessing causes linear 
grow in delay time. For example, while capturing 
data with framerate equal to 50 frames per second 
and a window size equal four, the delay would be 
equal to: (w/(2+1))/fps=3/50=0.06s. The delay of 
0.06s is not affecting the recognition speed, but 
larger windows may introduce noticeable delay that 
might be undesirable in the application of the 
library. 

III. IMPLEMENTATION OF GESTURE RECOGNITION 

AS A SERVICE 

Gesture Recognition As a Service consists of three 
main components 1)Localized Gesture Recognition 
2) Cloud Normalizer 3) JSON parsing. 

A. System Architecture 
Gesture recognition is made available as a service 

by provisioning a Linux VM from the cloud. The 
Linux VM then runs the Tracking Data collector and 
Tracking Data Publisher . The Tracking data 
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collector collects the gesture recognition device’s 
tracking data and sends it to the tracking data 
publisher. The tracking data publisher then makes it 
available in the form of a JSON file which can then 
be used to integrate with the various modules  by 
parsing as shown in Figure 1. 

 
Fig 1- System Architecture of GRASS 

B. Localized Gesture Recognition 

Gesture recognition is the mathematical 
interpretation of a human hand motion by a 
computing device 
●Purpose: To achieve device specific gesture 
recognition locally using an embedded board. 
●Functionality: To recognize circle gesture, swipe 
gesture, screen tap gesture and key tap gesture 
locally on a specific device.  
●Input: Hand movement over the gesture 
recognition device 
●Output: Tracking data which is specific to that 
particular gesture recognition device is uploaded to 
a server running on the cloud. 
 Figure 2 shows the Low Level Design of 
Localized Gesture Recognition. The gesture 
recognition device sends raw tracking data which 
consist of numerous parameters  
(depending on the device used) to the embedded 
board. The embedded board analyses this data to 
verify if an hand has been detected by the gesture 
recognition device, if it has been detected, then it 
does an HTTP Post to the cloud. The information 
also contains the information of the hand , including 
the how many fingers are opened and how many 
fingers are closed.  

  
Fig 2- System Architecture of GRASS 

 

C. Cloud Normalizer 
The Cloud Normalization takes care of gathering 

the tracking data from the gesture device , 
normalizes it for any gesture recognition device ,that 
is it generates the same tracking data for different 
devices. It then publishes the gesture data making it 
publically available as a dynamically changing 
JSON file . Figure 3 shows the cloud normalization 
flowchart . 

● Purpose: To standardize gesture recognition 
over different gesture recognition devices. 

● Functionality: Take the gesture recognition 
data which is standard to a particular device, 
normalize it to any gesture recognition device and 
then publish the data over the cloud as a 
dynamically changing JSON file.  

● Input: Gesture tracking data which is specific 
to one particular gesture device. 
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Fig 3- Low Level Design for Cloud Normalizer 

D. JSON Parsing  
JSON Parsing basically occurs at the client where 
the  dynamically changing JSON file is received 
over HTTP or via a websocket connection and 
then parsed accordingly to find out gestures 
performed , number of hands in the interaction 
range, number of fingers in the interaction range 
and also the volume of the interaction box 
[30][31]. From this information various third 
party functionalities can be invoked based upon 
the different hand movements.  

● Purpose: To incorporate gestures into third 
party applications by parsing the Gesture based 
JSON file  

● Functionality: To make a connection to the 
cloud and parse the dynamically changing JSON 
file to integrate gestures into 3rd party 
applications. 

● Input: JSON file containing gesture 
information. 

● Output: Gesture based 3rd party applications. 

 

Fig 4- Low Level Design for JSON Parsing 

IV. RESULTS AND SCREENSHOTS 

 

 
Fig 1- Output on connecting to the GRASS 

services 
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Fig 2- Gesture Based VoIP phone 

 
Fig 3- Speech to sign language converter using 

GRASS 

 

 
Fig 4- Sign Language to speech convertor 
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